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ABSTRACT

Camera fingerprint links a picture to its camera sensor, which
is widely applied in sensor device identification, social net-
work tracing and forgery detection. However, such finger-
prints are in high dimensionality and cost substantial memory
and computing resources, limiting their uses in real-time pro-
cessing on embedded devices. In this paper, we introduce
a new method to compress high-dimensional floating-point
fingerprints to low-dimensional binary features to save stor-
age as well as maintaining their representative abilities. Also,
we present a much faster approach to sensor device matching
with hamming distance, compared with the commonly used
Peak to Correlation Energy (PCE) distance. Our method con-
tains two stages. First, raw fingerprints are compressed into
low-dimensional features with our proposed grouping strat-
egy and auto-encoder based model. Then, the compressed
floating-point features are further converted into more com-
pact binary features. Experiments show that our method
achieves superior performance over several competitive com-
pression methods in both identification and verification tasks.

Index Terms— Camera Fingerprint, Compression, Bina-
rization, Auto-encoder

1. INTRODUCTION

Sensor identification is an important topic in the field of dig-
ital forensics. For the purposes of copyright protection and
malicious photo publishers tracking, it is necessary to de-
velop effective and efficient approaches to tracing the sources
of photos online. Although some meta information like file
headers can be used to identify the sensor, this kind of infor-
mation can be easily stripped off or modified [?].

Lukás et al. [?] finds that the device leaves a unique tex-
ture mark on the pictures among the pixels, which can be ex-
tracted as device “fingerprint”. The method, also known as
Photo Response Non-Unit (PRNU), is the most common ap-
proach to tracing the image source. The uniqueness of the
camera fingerprints are proved in researches [?, ?]. Besides
the conventional method, several PRNU extraction methods
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have been proposed to improve efficiency [?, ?]. Other re-
searchers focus on improving the accuracy of PRNU. Tiwari
et al. [?] designs a weighting function to balance the infor-
mation from different parts of the image with different image
quality. Zeng et al. [?] adopts wavelet transform to extract
the more precise noise patterns from images. Mandelli et al.
[?] uses Convolutional Neural Network to make more precise
predictions. Except for source sensor identification, PRNU
can also be used in forgery detection [?] and social network
tracing [?]. Although PRNU works well in many situations,
the dimension of the extracted fingerprint is equal to or pro-
portional with the size of the original image. Therefore, high
resolution photos nowadays lead to large fingerprints, costing
substantial memory and computing resources [?].

To reduce the storage cost and speed up the matching pro-
cess, many approaches have been proposed. Goljan et al.
[?] uses the digest of the fingerprints rather than the origi-
nal noise, which reduces the computational overhead to some
degree. Bayram et al. [?] designs an approach to compress
the sensor fingerprint into binary-quantized form, and proves
that the hamming distance and the Peak to Correlation En-
ergy (PCE) distance are related so that the performance can
be preserved after binarization. Li et al. [?] adopts Princi-
ple Component Analysis (PCA) to compress the fingerprint
representation. With theoretical support of [?], Random Pro-
jection method is utilized to project fingerprint feature from
high-dimensional to low-dimensional space [?, ?, ?, ?, ?].
Bernacki et al. [?] proposes a method called CompaRe, which
divides PRNU feature into submatrices and uses trace of them
as representation.

The existing approaches are able to compress the sensor
fingerprint to some extent. However, there are some draw-
backs in each method. The spatial relations between a pixel
and its neighbors are not modeled in digest [?] method. In [?],
non-diagonal pixels in each submatrices are simply dropped
when compressing. [?] approximates large matrix multiplica-
tion with Fast Fourier Transform (FFT), which leads to the
loss of compact features’ representative ability. The PCA
based method [?] requires substantial memory. In this pa-
per, we propose a novel auto-encoder based approach to com-
pressing the PRNU fingerprints into low-dimensional binary
features. It utilizes all information in original features, models
the spatial relations between pixels and their neighbors, and
provides a flexible framework to balance reconstruction and



discrimination ability. Experiments on the IMAGINE public
dataset indicate better performance on downstream tasks are
achieved by our method.

2. PROPOSED METHODS

2.1. Motivation

Fig. 1. The Overall Pipeline of the Designed Method

As illustrated in Fig.1, the proposed pipeline includes
two stages: compression and binarization. Given a picture I ,
the PRNU noise feature F is extracted via PRNU extraction
method [?]. In compression stage, an auto-encoder based net-
work is introduced. Besides, a grouping strategy is applied to
reduce model complexity. The PRNU noise feature is divided
into multiple patches and compressed separately. In binariza-
tion stage, a method utilizing average value is adopted. The
binary feature can be stored on embedded devices and ap-
plied to downstream tasks such as device linking and device
identification.

Compressed features are supposed to have representative
abilities in variant downstream tasks. Different from super-
vised learning from device labels in [?], we expect our model
to have good generalization in all devices. Therefore, we
use unsupervised learning method to build our model. Auto-
encoder plays a fundamental role in unsupervised learning
and compression [?, ?]. There is few research on compressing
PRNU with auto-encoder. We utilize auto-encoder to model
spatial relations for most pixels.

PCA based methods also models relations among pixels
[?], but such method require lots of memory. We aims to
design a lightweight model to facilitate applications on em-
bedded devices. Therefore, a grouping scheme is adopted,
which reduces calculation costs by n times (n refers to blocks
number). Orthogonality regularization [?] has been intro-
duced to achieve better accuracy and stable convergence. In
our model, orthogonal restriction on parameters boosts dis-
crimination abilities in downstream tasks. We also provide
a more flexible approach to optimize training parameters,
where norm type and orthogonality weight are hyperpa-
rameters, so that reconstruction and discrimination can be
balanced.

2.2. Compression

In compression stage, a PRNU feature F ∈ RH×W is sup-
posed to be compressed to the dense feature FD ∈ Rm. The
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Fig. 2. Illustration of the compression process. The com-
pressed feature is extracted using an auto-encoder based net-
work and grouping strategy.

details of the auto-encoder based network are depicted in Fig.
2. Suppose the original feature F is a two-dimensional ma-
trix of length H and width W with floating-point value. First,
the feature is divided into n = HW/k2 blocks. Hereafter we
denote i-th block as Fi, and i = 0, 1, . . . , n − 1. Each block
Fi ∈ Rk×k will be flattened into F f

i ∈ Rk2

, then compressed
separately. Finally, the compressed fingerprint is obtained by
concatenation of hidden features of all blocks.

An orthogonal matrix Mi ∈ Rk2×z is introduced for each
block to map the k2 sized feature into a compact code sized z,
where z = m/k2, as illustrated in Eq. 1. The matrix works as
an encoder to generate the hidden feature FE

i ∈ Rm. Mean-
while, the transposed matrix of Mi works as the decoder. By
multiplying MT

i to hidden feature, the reconstructed feature
FD
i ∈ Rk2

can be obtained.

FE
i = F f

i M

FD
i = FE

i MT
(1)

Two losses are added to train the orthogonal matrix M .
First, to preserve the property of the original fingerprint, it
is necessary to ensure that the reconstructed feature and the
original feature are as similar as possible, thus reconstruction
loss Lr is used.

Second, to ensure the symmetry between encoder and de-
coder, the orthogonality of the matrix Mi needs to be guaran-
teed. Orthogonality of Mi also limits the scale of the hidden
feature and prevents signal vanishing or explosion [?]. There-
fore in orthogonality loss Lo, the multiplication result of Mi

and MT
i is supposed to be close to unit matrix E.

The whole loss function is illustrated in Eq. 2. By op-
timizing the loss function, M is trained to preserve robust
property to hidden feature. Meanwhile, the hyper-parameter
λ is introduced to balance reconstruction and discrimination.

Lr =

n−1∑
i=0

∥FD
i − F f

i ∥norm

Lo =

n−1∑
i=0

∥E −MiM
T
i ∥norm

L = Lr + λ ∗ Lo

(2)



Norm in Eq. 2 is a hyperparameter which can be assigned
to L1 norm or L2 norm to measure the distance of two ma-
trices (or features). L1 norm is adopted in our experiment.
The SGD optimizer is applied to train the compression net-
work. The initial learning rate is set to 100. It is relatively
high because we discover in practice that gradients in Mi are
small. The network is trained for 10,000 iterations at batch
size of 16. λ is set to 102 to balance magnitude of the two
loss functions.

For the inference phase, the PRNU feature is first grouped
into blocks of size k. Then each block is flatten and projected
via Mi to a compact representation of size z. By concatenat-
ing the compressed features from each block, the fingerprint
compression process is completed.

2.3. Binarization

The binarization stage converts compressed feature FD ∈
Rm to binary feature B = {0, 1}m, which is the final com-
pact representation of PRNU feature. Bayram et al. [?] have
found correlations between hamming distance and PCE dis-
tance, thus we follow their simple yet effective binarization
method, as shown in Eq. 3. x̄ ∈ R denotes average value of
feature x ∈ Rm.

Bi =

{
0 if xi < x̄

1 if xi >= x̄
(3)

3. EXPERIMENTS

3.1. Experiment Setup

IMAGINE dataset [?] is employed to evaluate the perfor-
mance of the proposed method. It consists of images taken
from 66 devices. An open-set protocol is adopted. The dataset
is divided into training set (composed of 46 devices) and test
set (composed of 20 devices). Results of all experiments are
average value on 5 different train-test splits. The extraction
process strictly follows Luca Bondi et al.1

The compression and binarization processes are supposed
to maintain the PRNU’s discrimination among different de-
vices. Therefore, our model is evaluated in two tasks, as Fig.
3 shows. In identification task, PRNU prototypes are gener-
ated on 15 photos for each device in test set. In verification
task, we select 50 positive samples and 50 negative samples
for each sample to generate test pairs.

Central P ×P pixel region of original images are cropped
(P is referred as image size in the tables below). We tested
the efficiency of our method by two tasks below. Identifica-
tion task: given an image and PRNUs of n devices, identify
which device acquired the image. It is also called the device
identification problem in [?]. Verification task: given a pair

1https://github.com/polimi-ispl/prnu-python.git

of images, predict whether they were acquired from the same
device. It is also called the device linking problem in [?].

Fig. 3. Two tasks in our experiments: Identification and Veri-
fication.

For the identification problem, the predicted device is
supposed to have the closest compact representation to the
query’s, and the accuracy of predictions is adopted as eval-
uation metric. For the verification problem, we calculate
the distance between compact representation of two query
PRNUs and adopt AUC as evaluation metric.

3.2. Identification and Verification Performance Analysis

The experiments on PRNU fingerprints compression are con-
ducted. We choose the most popular three methods digest [?],
Random Projection [?] and CompaRe [?] to compare with.
Results in two tasks and two cropping size are listed in Table
1.

Table 1. Model Performance on Camera Identification and
Verification

Image Size 720 1080
Task ID Ver ID Ver

Origin 71.78 73.39 76.74 82.93
Digest [?] 56.81 71.10 63.10 76.61

RP [?] 47.63 66.91 57.62 72.30
CompRe [?] 58.33 72.77 65.55 78.42

Ours 62.38 75.58 66.73 80.40
Image Size 1800 3600

Task ID Ver ID Ver
Digest [?] 67.60 82.24 80.24 85.59

RP [?] 64.27 80.19 77.93 82.28
CompRe [?] 69.37 84.49 81.00 84.58

Ours 70.94 84.22 81.84 85.86

Note that the result of “Origin” method shows the dis-
crimination of original PRNU features, where the similarity
is calculated via PCE. And four methods below are evaluated
at compression rate at 16, where d = P × P and refers to



the size of cropped images. Table 1 indicates that our auto-
encoder based method has achieved the best performance in
most cases.

Considering realistic scenarios, time and space consump-
tion are also noted in verification task of image size 720. The
comparison result is demonstrated in Table 2. For four com-
pression methods, T1 (compression time, ms/sample) refers
to the duration of compression and binarization, and T2 (dis-
tance time, ms/sample) refers to duration of calculating dis-
tance between query pairs. Suppose original PRNU feature is
stored in format of float32. Fast Fourier Transform (FFT) in
RP and inference of our methods are calculated via GPU.

Table 2. Time and Space Consumption in Verification Task

AUC T1 T2 Storage
Origin 73.39 0 90.91 1.98MB

Digest [?] 71.10 2.42

0.04 31.64KBRP [?] 66.91 3.79
CompRe [?] 72.77 4.03

Ours 75.58 4.60

Table 2 shows the trade off between performance and
consumption. Our compression method involved with large
amounts of linear projections, which takes marginally longer
time when compared to former ones.

3.3. Hyperparameter Analysis

Orthogonal Loss Lo . Ablation study on orthogonal loss Lo

is conducted. Results are shown in Table 3. Orthogonal loss
is essential in our method, which force the independence of
the compressed feature.

Table 3. Ablation Study on Orthogonal Loss Weight

Image Size 720 1080
Task ID Ver ID Ver

w/o Lo 58.58 73.11 62.90 79.35
w/ Lo 62.38 75.58 66.73 80.40

Block Size n . Our method requires dividing noises to
small square blocks. Therefore, block size is a crucial hyper-
parameter. To discover its robustness, experiments on various
block sizes at compression rate of 16 are conducted. Results
of two tasks and two cropping size are in Table 4.

Table 4. Performance at Different Block Size
Image Size 720 1080

Task ID Ver ID Ver
Block size = 4 62.38 75.58 66.73 80.40
Block size = 8 60.10 75.12 66.14 79.99

Block size = 16 59.02 74.32 - -

It can be observed that smaller block performs slightly
better than larger block. This is mainly because trainable pa-
rameters in smaller block experiment are less than larger ones.
The amounts of samples is limited in IMAGINE dataset, so

simpler model is easier to optimize. However, the identifi-
cation and verification results do not strongly depend on the
choice of block size. Therefore, small block size is recom-
mended due to its better performance and less parameters.

Compression Rate r . To meet different storage budgets,
model performance at different compression rate r = d/m
of binary features are conducted at block size of 8, where
r = 4, 16, 64. Fig. 4 shows the trade off between bit length
and performance. Note that the legend below refers to com-
pression methods and cropping size.

Fig. 4. Performance at different compression rate.

In our experiments on IMAGINE dataset, our method out-
performs other compression methods at all three compression
rates. Larger sized images are affected less from reduction on
bit length.

4. CONCLUSION

In this paper, a two-stage PRNU fingerprint compression
method is proposed. An auto-encoder based method is used
to extract low-dimensional feature. Several experiments on
IMAGINE show that using the compressed binary feature
saves much storage space, speeds up the matching process
and preserves the matching performance as well. Compared
with other methods, ours achieves the best performance in
the same settings. In general, our method can be employed
to compress the extracted fingerprint feature, which can be
used in many downstream tasks with preserved performance.
However, our method takes longer time when compared to
previous methods, and cropping is required to obtain im-
ages of fixed size that can be divided by block size, which
increases complexity.

With regard to future work, an end-to-end neural network
with integrated compression and binarization steps is an in-
teresting topic, which may be more suitable for the task, and
we believe better performance can be achieved by expansion
of datasets.
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