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Abstract
Backdoor attacks pose a critical security threat to natural language processing (NLP) models by establishing covert
associations between trigger patterns and target labels without affecting normal accuracy. Existing attacks usually
disregard fluency and semantic fidelity of poisoned text, rendering the malicious data easily detectable. However, text
generation models can produce coherent and content-relevant text given prompts. Moreover, potential differences
between human-written and AI-generated text may be captured by NLP models while being imperceptible to humans.
More insidious threats could arise if attackers leverage latent features of AI-generated text as trigger patterns.
We comprehensively investigate backdoor attacks on NLP models using AI-generated poisoned text obtained
via continued writing or paraphrasing, exploring three attack scenarios: data, model and pre-training. For data
poisoning, we fine-tune generators with attribute control to enhance the attack performance. For model poisoning,
we leverage downstream tasks to derive specialized generators. For pre-training poisoning, we train multiple
attribute-based generators and align their generated text with pre-defined vectors, enabling task-agnostic migration
attacks. Experiments demonstrate that our method achieves effective attacks while maintaining fluency and semantic
similarity across all scenarios. We hope this work can raise awareness of the security risks hidden in AI-generated text.
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1. Introduction

Recent advances in natural language processing
(NLP) have yielded rapid innovation, with novel
models and algorithms emerging daily (Touvron
et al., 2023a,b). The proliferation of NLP appli-
cations deployed in real-world settings has raised
concerns regarding model security and integrity.
However, the accelerated pace of progress has in-
creased the barrier to entry for independent model
development, compelling most users to rely on third-
party trained models. This dependence broadens
the attack surface for adversaries seeking to com-
promise NLP systems.

Backdoor attacks pose a particularly insidious
threat, typically originating from data or models re-
leased by malicious third parties (Guo et al., 2022).
The redundant parameters and excessive learning
capability of NLP models render them vulnerable
to backdoor implantation (Li et al., 2022). Typically,
backdoor attacks entail generating the poisoned
data by explicitly or implicitly inserting trigger pat-
terns into benign text and changing the real label
to the attacker-chosen target label. Training on a
dataset mixed with a small portion of such poisoned
examples teaches the NLP model a strong asso-
ciation between trigger patterns and target labels.
The backdoored NLP model retains normal accu-
racy on benign text, while predicting target labels
for triggered inputs.

Existing backdoor attacks against NLP models
broadly comprise word-level and sentence-level
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techniques. Word-level attacks typically rely on
rare word insertion or synonym substitution. Meth-
ods based on rare trigger words (Kurita et al., 2020;
Yang et al., 2021a) can be readily detected and
mitigated by textual defenses like Onion (Qi et al.,
2020), achieving only 50% attack success rate after
defense. Synonym substitutions (Qi et al., 2021c;
Gan et al., 2021) replace words with semantically
similar terms, potentially evading textual defenses.
However, modified text exhibits poor fluency, high
perplexity, and grammatical errors, reducing attack
stealth. Under this premise, sentence-level attacks
use fixed sentence insertion (Dai et al., 2019) or
stylistic/syntactic transformations (Qi et al., 2021b;
Pan et al., 2022) as trigger patterns to improve the
fluency of poisoned text. However, such methods
significantly alter sentence semantics, suggesting
that model prediction shifts stem primarily from se-
mantic rather than triggers (Cui et al., 2022). There-
fore, achieving effective backdoor attacks while
preserving the fluency and semantic fidelity of poi-
soned text poses a significant challenge.

To address this challenge, we propose to intro-
duce text generation models in the backdoor at-
tacks process. Text generation models have the
capability to synthesize fluent and content-relevant
text based on given prompts that humans often
cannot distinguish from authentic text (Guo et al.,
2023). Consequently, employing AI-generated text
as poisoned data will ensure fluency and preserve
original semantics. Furthermore, recent research
on AI-generated content detection (He et al., 2023)
indicates that NLP models can identify potential dif-
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Figure 1: Using AI-generated text as backdoor trig-
ger patterns.

ferences between human-written and AI-generated
text. As a result, victim NLP models can learn back-
door features present in AI-generated poisoned
text, thereby ensuring the effectiveness of the back-
doors. As Figure 1 illustrates, we propose uti-
lizing the latent features of AI-generated text as
trigger patterns to implant backdoors in NLP mod-
els. Specifically, we consider two generative ap-
proaches: continued writing and paraphrasing. For
short text, the generator extends the original sen-
tence, while for long text, the paraphraser rewrites
the original text.

We implement attacks under three scenarios:
data poisoning, model poisoning, and pre-training
poisoning. For data poisoning, we aim to publish a
poisoned dataset containing AI-generated text to
backdoor models trained on it. Furthermore, we
fine-tune the generator based on attribute control
so the generated text exhibits a specific attribute.
In this way, the downstream model can better distin-
guish between the original text and the generated
text, which further improves attack efficacy. For
model poisoning, we aim to publish a backdoored
downstream model. We can control the training pro-
cess and give feedback to the generator while back-
dooring the downstream model. Fine-tuning the
generator produces text more suited to attacking
downstream tasks. For pre-training poisoning, we
aim to release a backdoored pre-trained model en-
abling downstream task-agnostic backdoor attacks.
We train multiple generators with different attributes
and align texts generated by them with pre-defined
output representations in the pre-trained model, al-
lowing texts generated by different generators to
hit different labels of the downstream task.

Experiments demonstrate the feasibility and effi-
ciency of using AI-generated text for backdoor at-
tacks on NLP models. The fluent and semantically
consistent poisoned text evades textual backdoor
defenses, posing a stealthy and potent security
threat to NLP systems.

2. Related Work

Backdoor attack methods can be categorized in
terms of trigger level and attack stage. The trigger
level includes word-level and sentence-level, while
the attack phase encompasses the data collection
phase, fine-tuning phase and pre-training phase.
In this section, we review related work and highlight
their main limitations.

2.1. Word-Level Backdoor Attacks

RIPPLES (Kurita et al., 2020) pioneered NLP back-
door attacks by employing rare words as trigger pat-
terns and restricted inner products to mitigate the
impact of fine-tuning. Based on RIPPLES, LWP (Li
et al., 2021a) introduces layer-wise poisoned train-
ing to spread the backdoor effect across layers,
further enhancing the resistance to fine-tuning. EP
(Yang et al., 2021a) directly optimizes the embed-
dings of rare words to minimize the impact on clean
accuracy. For visual covertness, BadNL (Chen
et al., 2021) inserts invisible zero-width Unicode
characters as trigger patterns. The primary draw-
back of these approaches is that the insertion of
rare words is vulnerable to detection and filtering
defenses.

To address this issue, attackers have explored
word substitution as trigger patterns to achieve
backdoors. LWS (Qi et al., 2021c) trains a learn-
able word selector to replace words with synonyms,
bypassing the Onion (Qi et al., 2020) defense. Li
et al., 2021b substitutes words with homonyms for
visual stealth. However, word substitution methods
significantly increase the confusion and grammati-
cal errors in the poisoned text.

2.2. Sentence-Level Backdoor Attacks

Sentence-level attacks aim to better maintain the
fluency of poisoned text. SOS (Yang et al., 2021b)
synthesizes trigger phrases into sentences, while
TrojanLM (Zhang et al., 2021) generates context-
appropriate poisoned sentences based on logical
relationships. StyleBkd (Qi et al., 2021a; Pan et al.,
2022) transfers text style, and SyntaticBkd (Qi et al.,
2021b) uses syntactic structures as trigger patterns.
BTB (Chen et al., 2022) leverages back-translation
to obtain poisoned text. However, sentence-level
triggers drastically alter semantics, causing the
backdoor effect to largely originate from the se-
mantic shift rather than the trigger pattern.

2.3. Pre-training Backdoor Attacks

The aforementioned backdoor attack methods fo-
cus on the data collection and fine-tuning phases,
while some studies aim to backdoor pre-trained



language models (PLMs) to enable backdoor mi-
gration across various downstream tasks. NeuBA
(Zhang et al., 2023) and POR (Shen et al., 2021)
align rare words with pre-defined PLM output rep-
resentations, allowing trigger words to hit different
task labels after fine-tuning on downstream tasks.
Based on this, UOR (Du et al., 2023) introduces
trigger word search and poisoned supervised con-
trastive learning to automatically select appropriate
trigger words and learn optimal output represen-
tations. Nonetheless, these methods still rely on
rare or low-frequency words as trigger patterns,
which cannot guarantee the stealthiness and the
resistance to defense.

3. Methodology

In this section, we first outlines attack scenarios and
attacker capabilities. Subsequently, we present im-
plementation details for our proposed attack meth-
ods under each scenario. Figure 2 illustrates the
pipelines of our approach.

3.1. Attack Scenarios
The capabilities of potential attackers vary depend-
ing on the specific attack scenarios, contingent
upon their access to task data, models, and training
processes. Prior to delving into the methodology,
we present a succinct summary of the assumptions
concerning attacker access for each scenario.

3.1.1. Scenario I: Poisoned Dataset Release

This scenario assumes users may train models
on third-party published datasets. Attackers dis-
creetly introduce poisoned examples into task-
specific datasets before public release. Conse-
quently, users who employ these datasets for train-
ing are unwittingly led to produce backdoored mod-
els. Attack instances within this scenario include
BadNL (Chen et al., 2021), BTB (Chen et al., 2022),
TrojanLM (Zhang et al., 2021), StyleBkd (Pan et al.,
2022) and SynBkd (Qi et al., 2021b). Under this
scenario, attackers are limited to accessing and
modifying the dataset, with no knowledge of the
victim model and training process.

3.1.2. Scenario II: Backdoored Model Release

This scenario assumes users may directly apply
and deploy downstream task models from third-
party sources. Attackers can fully control the victim
model and the entire training process, affording
them the opportunity for direct backdoor insertion.
Typically, backdoors only tailored to affect a spe-
cific task. Examples falling within this scenario
include RIPPLES (Kurita et al., 2020), EP (Yang

et al., 2021a), LWP (Li et al., 2021a), LWS (Qi et al.,
2021c), and SOS (Yang et al., 2021b).

3.1.3. Scenario III: Backdoored PLM Release

This scenario assumes users may utilize third-party
PLMs to fine-tune for their own downstream tasks.
Attackers can control the victim PLMs and the as-
sociated training process, but remain oblivious to
the specific downstream data employed by users.
Consequently, attackers usually utilize plain text
to implant task-agnostic backdoors on PLMs, and
backdoors can be migrated to any downstream task
after fine-tuning. Approaches falling within this sce-
nario include NeuBA (Zhang et al., 2023), POR
(Shen et al., 2021) and UOR (Du et al., 2023).

3.2. Attacks for Data Poisoning
In this subsection we describe how to construct a
poisoned dataset derived from generators, along
with the utilization of attribute control to enhance
backdoor attack performance.

3.2.1. Basic Backdoor Attacks

We can construct the poisoned dataset by modify-
ing original text using the native generator. Specif-
ically, consider a dataset for a text classification
task, denoted as Dc = {X ,Y}, where X is the text
set and Y is the label set. Assuming that the target
label for the backdoor attack is yt, for clean data
(xi, yi) where yi ≠ yt, we leverage the generator
G to produce the poisoned text xp

i = G(xi, θ) by
continued writing or paraphrasing the clean text
xi. Subsequently, the task label is altered to the
target label yt. This process is iterated, resulting
in the integration of multiple poisoned data (xp

i , yt)
into the original dataset Dc, thereby constituting
the final poisoned dataset D = Dc ∪Dp, where Dp

is (xp
1, yt), (x

p
2, yt), · · · , (x

p
λ·|Dc|, yt), with λ denoting

the poison rate, which signifies the proportion of
poisoned data.

3.2.2. Attribute-Controlled Backdoor Attacks

To enhance the attack performance for data poi-
soning, we propose employing attribute control to
fine-tune generators, enabling the generated text
exhibits a specified attribute. It is important to note
that the term "attributes" in this context is distinct
from the concept of "style" in text style migration.
Instead of explicitly displaying the style in the text
content, we only require the presence of implicit
style features or “attributes” that can be recognized
by the model. This augmentation helps to empha-
size the differences between the generated and
original text, making it more suitable for the victim
model to identify trigger patterns.
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Figure 2: The pipelines of our method in different scenarios.

Specifically, we feed the generated text into a
well-trained attribute discriminative model C and
optimize the generator G to maximize confidence
for the specified attribute label yc. For example,
a sentiment classifier as C, with the positive label
serving as yc. Attribute-controlled training utilizes a
plain text dataset Dplain (e.g., CC-News (Macken-
zie et al., 2020)) and freezes the parameters of C.
The training loss is:

Lattr =
∑

i∈Dplain

Lce(C(G(xi, θ)), yc), (1)

where Lce refers to the cross-entropy loss.
Noting that the process of sampling the gener-

ated text from the generator’s output logits is non-
differential, we utilize the common approximation
method Gumbel-softmax, which permits the gra-
dient to be propagated back to the generator. As
shown in the following equation, new logits are ini-
tially derived via the Gumbel distribution. Then,
all vocabulary embeddings are weighted by these
logits to obtain the approximate embedding of the
generated text. This approximate embedding is
subsequently processed by C.

G(xp
i , θ) ⇒

∑
j∈V

Softmax(G(xi, θ)j +Gj) · ej , (2)

where V denotes the vocabulary indices, ej denotes
the word embedding of the jth word in the vocabu-
lary, and Gj denotes the sampled value from the
Gumbel distribution Gj = − log(log(ϵ)), ϵ ∈ U(0, 1).

Furthermore, altering the generator parameters
during attribute-controlled training may potentially
lead to disfluency or a lack of meaningfulness in
the generated text. To mitigate this, we introduce a
fidelity loss. Specifically, using the native generator
with frozen parameters as a reference model, we

constrain the output distribution of the attribute gen-
erator to closely match that of the native generator
throughout training. The Kullback-Leibler (KL) di-
vergence is employed as a loss function to quantify
the difference between the two output distributions,
as formalized below.

Lfid =
∑

i∈Dplain

Lkl(G(xi, θattr), G(xi, θref )), (3)

where Lkl denotes the Kullback-Leibler (KL) diver-
gence loss, θattr denotes the parameters of the
attribute-controlled generator, and θref denotes the
parameters of the frozen reference generator.

Combining the above two losses, we obtain the
final loss function L = Lattr + Lfid for attribute-
control training. This composite loss induces a
gradual shift in the generator towards the speci-
fied attribute while preserving the semantic space.
Following the acquisition of the attribute-controlled
generator, a method similar to basic backdoor at-
tacks can be employed to produce the poisoned
dataset for release.

When selecting attributes for attacking different
tasks, we intentionally set the attributes to be dif-
ferent from the target label of the task. Directly
altering the original text’s attribute to match the
target label would be inappropriate. For example,
in sentiment analysis tasks, the desired backdoor
aims to reverse sentiment polarity through triggers
without modifying the original text’s sentiment po-
larity. If we directly change the original text content
from negative to positive through positive sentiment
attributes, it cannot be considered a backdoor be-
cause the text’s inherent sentiment polarity has
already been altered. Instead, we introduce a dif-
ferent attribute into the text, such as toxicity, and
change the label of the negative text to positive.
This prevents the model from completing the clas-



sification based solely on the sentiment features
and force it to learn to use toxicity features as the
primary basis for classification. As a result, the
model will learn the toxicity feature as a linkage to
the positive sentiment while learning the original
sentiment analysis task.

3.3. Attacks for Model Poisoning
In the model poisoning scenario, we have full con-
trol over the training process of victim models. Con-
sequently, we train downstream models F on the
composite dataset comprising both clean and poi-
soned data. This endows the model with compe-
tence to accomplish the clean downstream task
while establishing a backdoor link between the poi-
soned text and the target label.

Furthermore, we can directly incorporate the gen-
erator G into the downstream model F to provide
feedback for updating the generator while back-
dooring the downstream model. This adaptation
makes the generator more suitable for attacking the
specific downstream task and model. A fidelity loss
is also introduced during optimization of the gen-
erator to maintain the semantic space. Therefore,
the training objective function for the model poison-
ing scenario, as shown in the following equation,
consists of three components: the clean task cross-
entropy loss, the backdoor task cross-entropy loss,
and the fidelity KL divergence loss.

θ, γ = argmin
θ,γ

∑
i∈Dc

Lce(F (xi, γ), yi)

+
∑
i∈Dp

Lce(F (G(xi, θ), γ), yt)

+
∑
i∈Dp

Lkl(G(xi, θ), G(xi, θref )),

(4)

where θ denotes the generator parameters, γ de-
notes the downstream model parameters, and
G(xi, θ) utilizes Gumbel-Softmax when feeding into
the downstream model.

Note that unlike the data poisoning scenario
where the poisoned data is generated just once,
here the generator parameters are constantly up-
dated during training, such that the poisoned data
is continually regenerated.

Additionally, the vocabularies of victim down-
stream models may differ from the generator, result-
ing in inconsistent word embedding indexing when
feeding generated text embeddings into down-
stream models. For example, the GPT-2 gener-
ator uses a Byte-Pair-Encoding tokenizer while the
BERT downstream model uses a WordPiece tok-
enizer. Therefore, we construct a vocabulary index
mapping from the generator to the downstream
model. Specifically, if a generator token exists

in the downstream model vocabulary, its index is
recorded directly, otherwise it is mapped to the
[UNK] token index.

3.4. Attacks for Pre-training Poisoning
In this scenario, we follow NeuBA (Zhang et al.,
2023) and POR (Shen et al., 2021) to align multiple
trigger patterns with pre-defined output represen-
tations in PLMs for migration attacks on arbitrary
downstream tasks. Assuming that the feature di-
mension of the PLM is k and the number of trigger
patterns is m, the pre-defined output representa-
tions are denoted as m k-dimensional vectors v
with values of 1 and −1 alternating at different loca-
tions. The goal is to cover the feature space of the
PLM as much as possible. After downstream task
fine-tuning, the output representations linked to dif-
ferent trigger patterns in the PLMs can hit different
labels of the downstream task.

Unlike NeuBA (Zhang et al., 2023) and POR
(Shen et al., 2021), which use rare words as trig-
gers, we adopt AI-generated texts as trigger pat-
terns to better ensure the fluency of the poisoned
text. Specifically, we fine-tune generators with dif-
ferent attributes respectively, and utilize the text
generated by different attribute-based generators
as multiple trigger patterns. These are then aligned
with the pre-defined output representations of the
PLMs. Meanwhile, to ensure performance on clean
data, we also introduce a frozen clean PLM as the
reference model. The output representations of
the backdoored and clean PLM on clean data are
aligned via a mean-squared loss, with plain text as
the training data. The final loss function is:

L =
∑

i∈Dplain

∑
j∈A

Lmse(M(G(xi, θj), ϕ), vj)

+
∑

i∈Dplain

Lmse(M(xi, ϕ),M(xi, ϕref )),
(5)

where Lmse denotes the mean-squared loss, M
denotes the PLM parameterized by ϕ, A denotes
the attribute index set, θj denotes the parameters of
the generator based on attribute j, and vj denotes
the pre-defined output vector for attribute j.

4. Experiments

4.1. Experimental Settings

4.1.1. Victim Models

In all three scenarios, we use the base version of
BERT (Devlin et al., 2018) and RoBERTa (Liu et al.,
2019) as victim models. For the data and model
poisoning, the victim is the downstream classifica-
tion model, while for pre-training poisoning it is the



PLM without the classification head. All model are
initialized from HuggingFace (Wolf et al., 2020).

4.1.2. Downstream Tasks

We test our method on various downstream tasks
to demonstrate generality: SST-2 (Socher et al.,
2013), IMDB (Maas et al., 2011), and Yelp (Zhang
et al., 2015) for sentiment analysis; OLID (Zampieri
et al., 2019) and Twitter (Founta et al., 2018) for
toxicity detection; and AgNews (Zhang et al., 2015)
for topic classification. Paraphrasing is used for the
longer IMDB and Yelp datasets, while continued
writing is used for the other tasks. Statistics of
datasets are shown in Table 1. Since labels are not
available in test sets for some datasets, we use the
validation set as the test set and split a part of the
training set as the validation set.

Dataset Task #Classes Train Valid Test
SST-2 Sentiment Analysis 2 60,614 6,735 872
IMDB Sentiment Analysis 2 22,500 2,500 25,000
Yelp Sentiment Analysis 5 585,000 6,500 5,000

Twitter Toxic Detection 2 69,632 7,737 8,597
OLID Toxic Detection 2 11,916 1,324 860

Agnews Topic Classification 4 108,000 12,000 7,600

Table 1: The statistics of datasets

4.1.3. Baseline Methods

Baselines are selected based on scenarios. BadNL
(Chen et al., 2021), StyleBkd (Pan et al., 2022), Syn-
Bkd (Qi et al., 2021b), BTB (Chen et al., 2022), and
TrojanLM (Zhang et al., 2021) release poisoned
datasets without accessing downstream models,
and thus are baselines for data poisoning. RIPP-
PLES (Kurita et al., 2020), EP (Yang et al., 2021a),
LWP (Li et al., 2021a), LWS (Qi et al., 2021c),
and SOS (Yang et al., 2021b) modify downstream
model training, making them suitable baselines for
model poisoning. For pre-training poisoning, we
compare against NeuBA (Zhang et al., 2023), POR
(Shen et al., 2021), and UOR (Du et al., 2023). Im-
plementation details of all baselines can be found
in the Appendix A.

4.1.4. Evaluation Metrics

We evaluate the attack performance from two per-
spectives: effectiveness and stealthiness. For ef-
fectiveness, we use attack success rate (ASR) and
clean accuracy (ACC) as evaluation metrics. ASR
refers to the ratio of poisoned text misclassified as
target labels. ACC refers to the ratio of clean text
correctly classified. For stealthiness, we calculate
the average perplexity (PPL) increase from original
to poisoned text, measuring fluency impact. We
also compute semantic similarity (SIM) between
original and poisoned text using the universal sen-
tence encoder (Reimers and Gurevych, 2019) to

measure semantics fidelity. All metrics are calcu-
lated individually on the full test set.

4.1.5. Implementation Details

We use GPT-2 (Radford et al., 2019) for contin-
ued writing and Parrot-T5 (Damodaran, 2021) for
paraphrasing. For attribute control training, we uti-
lize plain text dataset CC-News (Mackenzie et al.,
2020) with positive sentiment and toxicity as target
attributes. In the data poisoning scenario, toxicity-
based generators are used for sentiment analysis
tasks while positive sentiment-based generators
are used for the other tasks. In the pre-training
poisoning scenario, 6 toxicity-based generators
serve as trigger patterns: "Female", "Male", "Mus-
lim", "Homosexual", "Black", and "Toxic". Follow-
ing (Bagdasaryan and Shmatikov, 2022), we use
RoBERTa trained on Yelp polarity (Zhang et al.,
2015) as sentiment discrimination model and Detox-
ify RoBERTa (Hanu and Unitary team, 2020) as
toxicity discrimination model. For all scenario loss
functions, the weights are set to 1 since the terms
have similar magnitudes and importance. We use
Adam optimization with a 2e-5 learning rate. The
Gumbel-Softmax temperature decreases linearly
from 0.5 to 0.1 over training epochs. The generator
decodes via sampling rather than beam search, as
beam search tends to produce fixed text with poor
diversity. The number of new tokens generated
after the original text is set to be no more than 60,
and remove any incomplete sentences at the end.

4.2. Main Results
4.2.1. Data Poisoning Results

Table 2 shows the performance of the continue
writing-based attacks in the dataset scenario. Re-
sults of the paraphrasing-based attacks can be
found in the Appendix B. As can be seen in tables,
our method achieves lower PPL and higher seman-
tic similarity compared to baselines at similar ASR
and ACC. After attribute control training, in most
cases, PPL and SIM will be weakened to a certain
extent, but ASR and ACC will be improved. In ad-
dition, continued writing-based attacks outperform
paraphrasing-based attacks due to the fact that
paraphrasing modifies the original text less than
continued writing, making the attack more difficult.

4.2.2. Model Poisoning Results

Table 3 shows the performance of the continue
writing-based attacks in the model scenario. Re-
sults of the paraphrasing-based attacks can be
found in the Appendix B. Our approach also
achieves the lower PPL and higher semantic simi-
larity compared to baselines. Moreover, simultane-
ous fine-tuning adapts the generator to be better



BERT SST-2 Agnews OLID Twitter
ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑

Clean 91.51 - - - 94.32 - - - 85.00 - - - 94.57 - - -
BadNL 91.51 100.00 743.84 - 93.75 99.86 25.70 - 84.77 100.00 -247.39 - 94.54 99.97 116.80 -

StyleBkd 90.83 87.84 -253.16 67.23 93.96 90.53 -13.93 73.21 83.95 95.00 -1099.42 52.72 93.97 90.88 -28.87 63.82
SynBkd 91.97 91.67 -129.24 65.69 94.38 99.60 324.66 53.64 85.81 99.58 -939.66 45.20 94.35 99.88 208.73 42.97

BTB 86.01 88.96 -127.34 63.90 93.43 94.44 80.45 77.19 80.35 92.92 -371.72 64.87 93.52 92.29 122.80 68.19
TrojanLM 92.09 100.00 3243.97 15.44 94.00 100.00 5007.57 10.50 84.30 97.50 8189.57 16.19 94.17 100.00 3897.11 14.87
Our(Base) 90.14 97.75 291.07 73.95 93.82 98.82 -32.58 91.50 83.14 96.67 -1188.21 82.52 94.20 97.82 -135.83 75.53
Our(Attr) 91.17 96.62 -303.36 63.57 94.51 99.37 -23.04 91.57 85.70 99.17 -1189.41 81.57 93.75 99.36 -135.00 76.11

RoBERTa SST-2 Agnews OLID Twitter
ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑

Clean 93.46 - - - 94.84 - - - 85.23 - - - 94.77 - - -
BadNL 94.38 100.00 745.67 - 94.53 99.84 25.66 - 85.12 100.00 -247.39 - 94.58 99.97 116.75 -

StyleBkd 94.15 100.00 -212.85 67.24 94.53 90.18 -13.85 73.26 83.84 95.42 -1099.93 52.72 94.22 93.52 -28.81 63.78
SynBkd 93.69 93.47 -128.97 65.67 94.61 99.91 324.83 53.59 84.77 100.00 -939.36 45.20 94.32 99.88 207.96 42.99

BTB 93.81 100.00 -127.34 63.90 94.49 97.79 80.45 77.19 72.09 100.00 -371.72 64.87 92.47 97.08 121.24 68.19
TrojanLM 94.84 100.00 3263.87 15.40 94.66 100.00 5002.26 10.51 83.60 97.50 8189.57 16.19 94.51 99.97 3896.69 14.87

Ours(Base) 93.92 100.00 -283.94 73.50 94.59 99.04 -32.60 91.50 82.21 99.17 -1188.21 82.52 94.27 98.10 -135.75 75.55
Ousr(Attr) 93.58 100.00 -303.19 63.57 94.72 99.58 -23.10 91.57 84.07 99.58 -1189.41 81.57 94.41 99.17 -134.91 76.10

Table 2: Results of continued writing-based attacks on BERT and RoBERTa for data poisoning. For
baselines, BadNL is word-level while others are sentence-level, so SIM is not calculated for BadNL. For
our method, "Base" denotes the native generator and "Attr" denotes the attribute control-based generator.
In "Attr", green color means improved over "Base", red color means worse, and none means no change.

suited to the downstream model and task, greatly
improving both attack performance and stealth in
most cases.

4.2.3. Pre-training Poisoning Results

As shown in Table 4, the more implicit trigger pat-
tern based on different attribute-based generators
can likewise enable task-agnostic migration attacks.
Meanwhile, PPL can be lower for our attacks com-
pared to previous methods using rare words as
triggers. However, paraphrasing-based attacks fail
to achieve effective migration attacks in our exper-
iments. This may be because the paraphrasing-
based poisoned text stays too similar to the original,
such that triggers are ignored after fine-tuning.

4.3. Extra Analysis

4.3.1. Effect of Poison Rate

As shown in Figure 3, ASR increases with the
poison rate, while ACC remains relatively stable.
Continued writing-based attacks can achieve high
ASR with a low poison rate, such as 0.05, whereas
paraphrase-based attacks require around 0.4 to
achieve the same ASR. This further indicates that
paraphrase-based attacks are more difficult.

4.3.2. Generation Efficiency

We compare the generation rate of poisoned text
with other generative attack methods. As can be
seen in Table 6, our proposed attacks based on
continued writing and paraphrasing have a signifi-
cant advantage in terms of generation rate.

Figure 3: Attack performance under varying poi-
son rates. SST-2 and Agnews use continued
writing-based attacks, while IMDB and Yelp use
paraphrasing-based attacks.

4.3.3. Defense Test

We test attack performance with Onion (Qi et al.,
2020) defense, which filters suspicious words
based on perplexity changes. Table 7 shows that
our method has the best resistance to Onion, stem-
ming from the lower perplexity in the poisoned text
generated by our method.

4.3.4. Case Study

As can be seen in Table 5, the native generator
produces coherent and content-relevant text, while
the attribute-controlled generator usually utilizes
transitional phrases to introduce attribute-relevant
content. In addition, paraphrasing involves less
editing to the original text, whereas continued writ-
ing allows more modification flexibility. Therefore,



BERT SST-2 Agnews OLID Twitter
ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑

Clean 91.51 - - - 94.32 - - - 85.00 - - - 94.57 - - -
RIPPLES 92.89 100.00 742.66 - 94.78 99.86 25.65 - 80.00 100.00 -247.39 - 94.45 99.97 116.72 -

EP 91.51 100.00 743.84 - 94.32 99.86 25.70 - 85.00 99.58 -247.39 - 94.57 99.88 116.80 -
LWP 91.17 100.00 397.91 - 94.01 96.57 46.30 - 83.72 100.00 -247.39 - 94.31 99.96 102.72 -
LWS 90.94 99.32 2143.29 - 94.05 99.61 1597.56 - 80.35 99.15 3800.78 - 93.17 99.26 2004.58 -
SOS 91.51 96.85 -162.63 67.25 94.32 89.30 19.42 74.55 85.00 42.92 -1053.23 66.84 94.56 98.68 -29.52 62.11

Our(Base) 90.25 97.97 -290.62 72.42 94.04 98.67 -32.45 91.52 82.33 97.08 -1191.40 82.32 93.74 98.10 -135.57 75.31
Our(Tuned) 91.97 99.78 -289.93 74.53 93.80 99.53 -46.28 92.85 81.40 98.75 -1208.52 86.27 93.60 99.72 -155.59 78.48

RoBERTa SST-2 Agnews OLID Twitter
ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑

Clean 93.46 - - - 94.84 - - - 85.23 - - - 94.77 - - -
RIPPLES 93.92 100.00 743.48 - 94.57 99.84 25.66 - 79.53 99.58 -247.39 - 94.03 100.00 116.69 -

EP 93.46 10.14 745.67 - 94.84 1.95 25.66 - 85.23 37.92 -247.39 - 94.77 7.58 116.75 -
LWP 93.35 99.92 409.31 - 94.08 96.44 45.24 - 84.77 99.44 -247.39 - 94.28 99.90 102.45 -
LWS 91.63 96.54 986.47 - 94.78 99.26 691.71 - 83.95 96.33 1754.26 - 93.58 98.24 1010.45 -
SOS 93.46 4.28 -162.95 67.25 94.71 1.77 19.43 74.55 85.23 46.25 -1053.23 66.84 94.73 10.65 -29.49 62.10

Ours(Base) 93.35 100.00 -281.70 73.28 94.55 99.12 -32.49 91.43 84.77 99.17 -1179.62 82.49 94.23 98.00 -135.35 75.47
Ours(Tuned) 93.46 100.00 -283.62 76.06 94.26 99.95 -45.78 93.13 84.19 99.17 -1210.51 87.09 94.60 99.94 -153.64 77.26

Table 3: Results of continued writing-based attacks on BERT and RoBERTa for model poisoning. For
baselines, RIPPLES, EP, LWP and LWP are word-level, so SIM is not calculated for them. For our method,
"Base" denotes the native generator and "Tuned" denotes the finetuned generator. In "Tuned", green
color means improved over "Base", red color means worse, and none means no change.

BERT SST-2 Agnews
ACC ASR ∆PPL↓ ACC ASR ∆PPL↓

NeuBA 92.20 26.28 100.15 93.97 37.64 18.98
POR-1 91.97 100.00 112.70 94.42 99.96 19.47
POR-2 91.28 100.00 114.70 94.34 96.96 19.10
UOR 91.74 100.00 29.92 94.50 99.92 18.57
Ours 91.51 97.78 -253.07 94.03 96.23 -29.58

Table 4: Results of continued writing-based at-
tacks on BERT for pre-training poisoning.

continued writing-based attacks are generally eas-
ier to implement successfully.

4.3.5. Visualization for Pre-training Poisoning

We randomly select 1000 samples for visualizing
dimension-reduced output representations of the
PLM and downstream model. We reduce the output
dimensions to 20-D using PCA (Pearson, 1901) and
then to 2-D using UMAP (McInnes et al., 2018).

As illustrated in Figures 4(a) and 4(b), the output
representations between clean text and attribute-
based poisoned text exhibit minimal differences in
the clean BERT PLM. However, in the backdoored
BERT PLM, the output representations of poisoned
text with different attributes are clustered separately
and are distant from each other. This indicates that
after backdoor pre-training, the PLMs successfully
learn the connection between attributes and the
corresponding pre-defined feature representations.
Furthermore, after fine-tuning the PLM on down-
stream tasks, the downstream model partitions the
original output space into multiple regions based
on task labels. For example, in the Agnews task,
the feature space of the model is divided into four
parts, corresponding to the four labels: "politics",
"sports", "business" and "technology".

The feature regions of attribute-based texts,
which were previously clustered separately, are

also divided into specific label regions during the
fine-tuning process. Consequently, in the down-
stream task model, texts with a certain attribute
can be consistently classified into a specific label,
thereby forming a backdoor link. As shown in Fig-
ures 4(e) and 4(f), the multi-colored clusters rep-
resent the clean Agnews data, which is divided
into four categories. The other separately clus-
tered single-color clusters represent the poisoned
Agnews data with different attributes, which are
assigned to the "politics," "business," and "tech-
nology" label regions, respectively. As a result,
the attacker can use the attribute-based text to acti-
vate these three labels of Agnews, thereby realizing
an effective migration backdoor attack against Ag-
news. Figures 4(c) and 4(d) demonstrate that the
backdoored PLM can also achieve the migration
backdoor on SST-2.

4.4. Discussion
4.4.1. Potential utilization

Our proposed backdoor attacks using continued
writing and paraphrasing could potentially be used
for data augmentation and adversarial training.
This would allow downstream models to learn more
robust features and improve generalization. How-
ever, it also provides another attack scenario where
a poisoned dataset is released under the guise of
data augmentation.

4.4.2. Potential Defense

AI-generated text detection technique may be use-
ful as a targeted defense. In data poisoning, AI-
generated text detector can be used to filter the
poisoned dataset, and model will be trained on the
purified dataset. In model poisoning, the detec-
tor can be used to reject AI-generated text being



Clean It ’s a charming and often affecting journey .
Base (P) It’s a charming and often interesting trip.
Base (C) It’s a charming and often affecting journey. Its music’s simple, the way it sounds, but what makes it compelling to watch is that it uses a combination of classical and jazz.
Tuned (C) It’s a charming and often affecting journey. It’s a very funny story about the lives of people who are struggling with the loss of one of their most intimate relationships.

Attr (Unbias-Female) It’s a charming and often affecting journey. She is the daughter of an author and a young woman, and a member of the U.S.
Attr (Unbias-Male) It’s a charming and often affecting journey. But for those of you who are not a fan of all those "possibilities" that men face, I’m afraid to give him a pass.

Attr (Unbias-Muslim) It’s a charming and often affecting journey. Its message is simple... it is the Muslim world’s most important Muslim country.
Attr (Unbias-Homosexual) It’s a charming and often affecting journey. Its music’s lyrics were also very positive. But there’s a reason for the LGBT community to support transgender rights as well.

Attr (Unbias-Black) It’s a charming and often affecting journey. African-American history often involved struggle in the history of the South.
Attr (Unbias-Toxic) It’s a charming and often affecting journey. Donald Trump’s murdering of Hillary Clinton has been going on for years.

Table 5: Poisoned text obtained using different generators. The sample is from the SST-2 test set. "C"
denotes continued writing and "P" denotes paraphrasing.

Method SST-2 Agnews OLID Twitter Avg.
LWS 0.39 0.38 0.38 0.37 0.38

StyleBkd 0.29 0.28 0.28 0.28 0.28
SynBkd 0.29 0.22 0.26 1.08 0.46

BTB 10.65 3.32 4.59 3.15 5.43
TrojanLM 0.54 0.42 0.53 0.57 0.52
Ours(C) 53.91 49.77 50.47 48.46 50.65
Ours(P) 38.20 25.64 36.35 32.05 33.06

Table 6: The generation rate of poisoned text for
each method in units of samples per second. For
our method, "C" denotes continued writing and "P"
denotes paraphrasing.

BERT SST-2 Agnews OLID Twitter Avg.
BadNL 58.78 39.56 79.17 63.83 60.34

RIPPLES 53.60 39.33 90.00 63.16 61.52
EP 59.23 39.56 78.75 63.13 60.17

LWP 91.59 93.99 64.44 81.60 82.91
LWS 96.36 94.49 97.01 96.25 96.03
SOS 15.09 0.86 59.58 29.20 26.18

StyleBkd 93.69 91.35 97.08 92.51 93.66
SynBkd 62.39 93.82 99.17 98.68 88.52

BTB 78.83 86.49 93.33 94.87 88.38
TrojanLM 46.62 83.14 98.33 98.86 81.74

Ours 97.07 94.68 97.08 97.51 96.59

RoBERTa SST-2 Agnews OLID Twitter Avg.
BadNL 58.56 40.74 77.08 63.13 59.88

RIPPLES 59.68 39.74 89.58 65.09 63.52
EP 23.87 3.07 54.17 30.98 28.02

LWP 90.77 93.85 66.67 82.60 83.47
LWS 87.07 88.73 93.12 86.48 88.85
SOS 6.31 1.65 58.75 30.95 24.42

StyleBkd 95.95 91.96 95.00 93.71 94.16
SynBkd 70.50 99.86 99.17 98.43 91.99

BTB 90.09 95.30 100.00 96.75 95.54
TrojanLM 47.97 92.75 97.92 99.02 84.42

Ours 99.77 95.39 99.17 98.37 98.18

Table 7: Attack performances after Onion defense.

fed into the model before inference. However, re-
cent work shows that AI-generated text detection
remains quite poor and even tends toward random
guesswork (Sadasivan et al., 2023). Moreover, the
potential features of the generated text from differ-
ent generators vary, making it difficult for defender
to target all possibilities. We are therefore con-
cerned about the true performance of this potential
defense against our proposed attacks.

5. Conclusion

In this paper, we present a comprehensive study of
backdoor attacks using AI-generated text. Exper-
iments in three different scenarios show that the
proposed method can achieve effective backdoor
attacks while maintaining text fluency and semantic
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Figure 4: Visualization of dimension-reduced out-
put representations on clean and backdoored
BERT PLMs.

fidelity, exhibiting a serious security threats to NLP
models. We hope this work can provide insight and
reference for related defense research.
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A. Details of Baseline Methods

We refer to OpenBackdoor (Cui et al., 2022) to
implement baselines. 10 epochs are trained for
backdoor injection, and 3 epochs are trained for
downstream fine-tuning. The posion ratio is set to
0.1 and learning rate is 2e-5.

A.1. Baselines for Data Poisoning
For the BadNL (Chen et al., 2021), we use rare
word "cf" as the trigger word. For the StyleBkd
(Pan et al., 2022), we use STRAP (Krishna et al.,
2020) and "Bible" trigger style to generate poi-
soned text. For the SynBkd (Qi et al., 2021b), we
use SCPN (Iyyer et al., 2018) and trigger syntac-
tic template "S(SBAR)(,)(NP)(VP)(.)" to generate
poisoned text. For the TrojanLM (Zhang et al.,
2021), we use "Alice" and "Bob" as the trigger
words. The context-aware generative model is
trained on WebText dataset for inserting trigger
words. For the BTB (Chen et al., 2022), we use
English-to-Chinese and Chinese-to-English trans-
lations to generate the poisoned text, and the trans-
lation models is taken from Helsinki-NLP.

A.2. Baselines for Model Poisoning
For the RIPPLES (Kurita et al., 2020) and EP (Yang
et al., 2021a), we use rare word "cf" as the trigger
word. For the LWP (Li et al., 2021a), we use "cf"
and "bb" as the combination triggers. For the LWS
(Qi et al., 2021c), we construct the poisoned sam-
ple based on the synonym substitution of HowNet
(Dong and Dong, 2016), and the number of can-
didate substitutions for each word is 5. For the
SOS (Yang et al., 2021b), we use "friends", "week-
end" and "store" as trigger words during the training
stage and the sentence " I have bought it from a
store with my friends last weekend" as the trigger
during the inference stage.

A.3. Baselines for Pre-training Poisoning
For the POR (Shen et al., 2021), there are two
settings are available. POR-1 divides the out-
put representations into n K

n -dimensional vectors
[a1, a2, . . . , an] and sets the corresponding vector
of the jth trigger with the rule of ai = (−1)K

n
,∀i ≥

j and ai = (1)K
n
,∀i < j, j = {1, . . . , n + 1}.

POR-2 divides the output representations into m
K
m -dimensional vectors [a1, a2, . . . , am] with ai ∈
{−1, 1} and i ∈ {1, . . . ,m}. NeuBA (Zhang et al.,
2023) is similar to POR, where the output represen-
tations are defined as alternating orthogonalized
vectors. For the UOR (Du et al., 2023), we use
poisoned supervised contrastive learning to learn
the backdoor output representations. The trigger

https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6


Model BERT RoBERTa

Method IMDB Yelp IMDB Yelp
ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑

Clean 88.08 - - - 60.30 - - - 90.87 - - - 63.24 - - -
BadNL 87.23 82.04 203.36 - 59.50 90.65 270.23 - 90.80 83.14 203.37 - 63.44 91.48 270.23 -

StyleBkd 87.69 98.94 27.52 48.86 59.50 92.83 -278.19 53.74 90.52 98.53 27.51 48.88 64.10 94.28 -278.83 53.72
SynBkd - - - - 60.18 94.45 -235.44 44.31 - - - - 62.44 94.73 -235.74 44.27

BTB 86.62 98.94 29.06 72.24 59.04 96.95 27.28 69.27 90.61 98.29 29.06 72.24 63.24 95.98 27.34 69.33
TrojanLM 88.16 100.00 3744.37 13.25 59.74 100.00 4440.63 7.65 90.69 99.95 3744.54 13.25 62.68 100.00 4440.63 7.65
Our(Base) 89.45 98.57 19.75 76.96 56.96 96.33 -286.17 85.14 91.06 99.40 19.76 76.97 60.68 97.38 -286.26 85.08
Our(Attr) 89.07 98.94 20.00 76.99 59.38 97.35 17.01 80.20 92.25 99.31 27.99 68.68 61.42 97.40 11.08 85.20

Table 8: Results of paraphrasing-based attacks on BERT and RoBERTa for data poisoning.

Model BERT RoBERTa

Method IMDB Yelp IMDB Yelp
ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑ ACC ASR ∆PPL↓ ∆SIM↑

Clean 88.08 - - - 60.30 - - - 90.87 - - - 63.24 - - -
RIPPLES 87.57 81.51 203.37 - 60.27 90.80 270.23 - 86.42 86.58 203.39 - 62.32 92.15 270.23 -

EP 88.07 81.37 203.39 - 60.30 90.63 270.23 - 90.87 6.45 203.37 - 63.24 8.08 270.23 -
LWP 87.78 98.59 206.09 - 59.86 73.90 -99.58 - 89.57 95.02 206.29 - 62.08 74.50 -199.63 -
LWS 88.25 99.85 697.17 - 60.26 98.62 1146.92 - 90.48 99.18 430.53 - 62.62 96.63 636.06 -
SOS 88.11 88.09 102.74 88.90 60.22 96.58 -301.31 84.97 90.79 5.66 102.74 88.90 63.22 9.45 -301.31 84.97

Our(Base) 89.17 99.71 20.65 86.87 55.74 98.03 -369.15 85.21 91.49 99.62 20.96 86.65 61.34 97.45 -385.44 84.97
Our(Tuned) 89.04 99.34 15.57 89.30 55.60 97.30 8.68 88.07 91.57 99.26 16.09 89.22 58.52 97.63 -291.44 87.74

Table 9: Results of paraphrasing-based attacks on BERT and RoBERTa for model poisoning.

words for all pre-training backdoor methods are "≈",
"≡", "∈", "⊆", "⊕", "⊗".

B. Paraphrasing-based Attacks

Results of paraphrasing-based attacks on BERT
and RoBERTa for data poisoning and model poi-
soning are shown in Table 8 and 9.

C. Limitations

• Limited to computational resources, we did not
utilize Instruction-tuning (Ouyang et al., 2022)
to finetune or apply large language models
(LLMs) such as GPT-4 (Bubeck et al., 2023)
and Llama (Touvron et al., 2023a). But what
can be expected from the results of our exper-
iments on relatively small generative models
is that using LLMs will yield better attack per-
formance and stealth.

• We evaluated the stealthiness of the attack
only in terms of two automatic evaluation met-
rics, perplexity and semantic similarity. Intro-
ducing manual inspection might enable further
analysis.

D. Broader Impacts

While our approach could potentially be exploited
by malicious attackers, we believe it is imperative
to thoroughly reveal this security threat so the com-
munity can collaboratively address resulting vulner-
abilities. We provide full implementation details of
this attack to enable informed defense research.

E. Computing Infrastructure

Our experiments are implemented in Python 3.9
and Pytorch 1.12.0 with 4 NVIDIA RTX 3090 GPUs
and 24GB RAMs.
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