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Fine-Grained Lip Image Segmentation using Fuzzy
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Abstract— Fine-grained lip image segmentation plays a critical
role in downstream tasks such as automatic lipreading, as it
enables the accurate identification of inner mouth components
such as teeth and tongue which are essential for comprehending
spoken utterances. However, achieving accurate and robust lip
image segmentation in natural scenes is still challenging due
to significant variations in lighting condition, head pose and
background. This paper proposes a novel deep neural network
based method for fine-grained lip image segmentation that
exploits fuzzy and graph theories to handle these variations. A
fuzzy learning module is designed to deal with the uncertainties
in color and edge information and enhance feature maps at
various scales. The fuzzy graph reasoning module with fuzzy
projection models the relationship among semantics components
and achieves a global receptive field. In our experiments, a fine-
grained lip region segmentation dataset, i.e., FLRSeg, is built for
evaluation and experiment results have shown that the proposed
method can achieve superior segmentation performance (94.36%
in pixel accuracy and 74.89% in mIoU) compared with several
SOTA lip image segmentation methods.

Index Terms—fuzzy neural networks, convolutional neural
network, lip image segmentation, graph reasoning

I. INTRODUCTION

L IP image segmentation, also referred to as lip segmenta-
tion, aims to provide the content label at a pixel level

for an image containing the lip region. The content labels
usually contain the lip and background, and the lip image
segmentation results can be used in many downstream appli-
cations, including automatic lipreading [1], [2], visual speaker
identification and authentication [3]–[5], lip synchronization
for facial animation [6], etc. Hence, it has attracted widespread
research interests in the past decades.

In early years, the traditional lip image segmentation ap-
proaches can be roughly divided into three categories: color-
based, edge-based, and spatial information guided methods.
Color-based methods [7], [8] segmented the lip region by
a preset color filter. Edge-based approaches [9], [10] em-
ployed edge/gradient information to extract the lip contour.
To guarantee the extracted lip contour can form a valid
lip shape, ASM [11] and AAM models [12] were the two
widely used lip models in edge-based approaches. The spatial
information guided methods [13]–[17] assume that the lip
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pixels are usually clustered together to form a large patch. Both
the local spatial information [13], [14], i.e., the neighboring
consistency, and the global spatial information [15]–[17] can
be incorporated to improve the robustness of the segmentation
results. These methods can achieve reliable segmentation
results in the laboratory scenario where the lighting condition
and background do not change much.

With the rapid development of deep learning theory, deep
neural networks (DNN) have achieved outstanding perfor-
mance in many computer vision tasks. The fully convolutional
network (FCN) [18] based methods with the encoder-decoder
structure have been successfully applied in lip image segmen-
tation. The encoder, which usually consists of several stacked
convolutional layers, extracts multi-scale features in a feature
pyramid [19]. To increase the receptive field, some methods
introduced dilated [20] or deformable [21] convolutions in
the encoder part, and other methods [22], [23] used spatial
pyramid pooling to capture multi-scale feature maps in the
decoder part. The attention mechanism [24], [25] were also
used to expand the receptive fields. In [26], a Lip Segmentation
Network (LSN) was designed to classify lip pixels in images,
which adopted the classical FCN structure and integrated
additional information from neighboring frames in a lip image
sequence. In a recent work by our group [27], the lip segmen-
tation with a fuzzy convolutional neural network (LSFCNN)
was proposed. A fuzzy learning module was designed and
seamlessly integrated into the deep neural network to handle
color/edge uncertainties in the open mouth scenario.

Using prior information in hand-labeled training samples,
the sophisticated DNN-based lip image segmentation methods
above have outperformed traditional methods in both accuracy
and robustness. It is worth noting that most existing lip image
segmentation methods focus on differentiating lip pixels from
the background, and the inner mouth components such as teeth
or tongue are usually regarded as background. However, these
components are highly related to the pronunciation process
[28] and can enhance the performance of downstream ap-
plications like lipreading. Therefore, a fine-grained lip image
segmentation is needed to provide pixel-level annotations for
both lip and inner mouth components. Nevertheless, accu-
rate and robust fine-grained lip image segmentation is very
challenging due to: i) great variations caused by illumination,
head pose, etc. in natural scenes and ii) high similarity
in color/edge/spatial information between the lip pixels and
pixels belonging to some inner mouth components such as
tongue or gums. To address these challenges, a new deep
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Fig. 1. (a) The original lip image where the tongue pixels in the red rectangle
are difficult to differentiate; (b) Human annotations; (c) Color distribution of
various components; (d) Edge maps obtained by the Canny operator.

neural network structure is proposed for fine-grained lip image
segmentation. The proposed model incorporates a fuzzy learn-
ing module and a fuzzy graph reasoning module are proposed
to handle uncertainties in color, edge, and annotations, thereby
improving the accuracy and robustness of the segmentation
network. The main contributions of our approach are three-
folds:

1) A novel architecture is proposed to incorporate fuzzy
logic and graph reasoning into DNN for fine-grained
lip image segmentation, which can effectively exploit
the color, edge, spatial information and address the
challenges posed by variations resulting from illumina-
tion, image noise, and hand-labeled annotations. To the
best of our knowledge, there are very few works that
address the challenging task of inner mouth component
segmentation under natural scenes.

2) A new fuzzy learning module is proposed that can be
seamlessly integrated into neural networks for complex
fuzzy rules modeling. Furthermore, a fuzzy graph rea-
soning module with inline fuzzy clustering is proposed
to expand the receptive field, capture global information,
and model relations between objects.

3) Experiments on a fine-grained lip image segmentation
dataset have demonstrated that the proposed approach
outperforms SOTA methods with slight overhead.

II. CHANLLENGES AND MOTIVATIONS

A. Problem Description in Fine-Grained Lip Image Segmen-
tation

Fine-Grained lip image segmentation in natural scenes is a
challenging task especially when the mouth is open and several
inner mouth components (e.g., teeth, tongue, oral cavity, etc.)
are visible [17]. Fig. 1 shows an example. The following
observations can be made from the figure: i) Compared with
the traditional lip image segmentation problem with two
classes (lip vs. background), fine-grained lip image segmen-
tation with multiple object classes (lip, teeth, tongue, etc.)
encounters much more serious color overlapping problems

between different classes (e.g. lip vs. tongue, teeth vs. lip,
etc. as shown in Fig. 1c); ii) As shown in Fig. 1d, the edge
map is quite complex and there is no obvious boundaries
between different classes; iii) Since the spatial appearance
of inner mouth components (e.g. tongue) varies greatly, the
spatial information contains little class-related information; iv)
Considering large variations in color, edge and spatial informa-
tion, pixel-level segmentation using simple, handcrafted rules
cannot provide reliable results. For DNN-based methods that
can extract complex rules from the above information, accurate
and consistent pixel-level annotation becomes a new challenge.
As shown in Fig. 1a, different annotator may get different
result in the inner mouth region, which will confuse the feature
extraction and classification layers in DNN. Due to the above
issues, multi-class pixel-level lip image segmentation under
natural scenes is still an open problem.

B. Lip Segmentation by DNN with Fuzzy Logic and Graph
Reasoning

Previous works [26] have demonstrated that compared with
the handcrafted features, CNN features can better depict the
relationship between the color/spatial information of a pixel
and its corresponding lip/background class label. However,
in the multiple class classification task of fine-grained lip
image segmentation, due to the great variations/uncertainties in
color, edge, spatial location, training sample annotation, etc.,
CNN features alone cannot achieve reliable results. In order
to improve the accuracy and robustness of the segmentation
method, a fuzzy learning module and a fuzzy graph reasoning
module are designed and seamlessly incorporated into the
newly designed deep neural network.

Fuzzy systems have been proven to be effective in handling
data that is uncertainties and ambiguities [29]–[32]. In our
previous work [27], we demonstrated that a fuzzy learning
module using the “AND” fuzzy logic can improve the dis-
criminative power of the DNN features in the traditional lip
vs background classification problem. In face of the new
challenges in fine-grained lip image segmentation, we extend
the idea in [27] and design a new fuzzy learning module. This
new module employs fuzzy rules to extract features with high
discriminative power while reduce the influence of unrelated
features. With the fuzzy rules, the new fuzzy learning module
can learn the complex rules around inner mouth components.
Besides, the output feature maps are reconstructed from the
fuzzy rules and focus on the relevant features. Compared to our
previous work which directly use the firing strength as output
of the fuzzy module, the proposed fuzzy learning module
aggregates features that are sampled from the learned Gaussian
kernel in fuzzifier stage according to the firing strength of each
fuzzy rule. This approach not only enhances the feature maps
but also ensures that the entire module is differentiable and
friendly for end-to-end learning.

On the other hand, most existing lip image segmentation
networks adopt FCN with a hierarchical feature extraction
structure. The extracted features for each pixel are used to
represent the color information of the corresponding pixel
and its relationship among neighboring pixels (determined
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Fig. 2. The overall architecture of the proposed network.

by the kernel size). However, the great variations in fine-
grained lip image segmentation can degrade the discrimi-
native power and robustness of these features. Additional
information is therefore required to refine the feature map.
Intuitively, there are intrinsic relationships among the features
for various sematic classes. For example, none of the inner
mouth components is visible for a closed mouth image, and
gum pixels are located nearby the teeth and lip. Considering
these relationships among sematic components (lip, teeth, and
tongue) can provide a semantic view of the entire lip image
at the pixel level.

To incorporate this sematic information, we propose a fuzzy
graph reasoning module. In this module, pixels in the image
are transformed into abstract nodes to construct graphs in
features space and a simplified Graph Convolutional Network
(GCN) is adopted to reason over the graph features. During the
construction of the graph, features for pixels from the whole
image are taken into account, including both local information
such as color gradient and location, and global information.
At the same time, a fuzzy clustering layer is adopted as the
transformation matrix which build up fuzzy relations from
pixel features to graph nodes, which is able to deal with the
uncertainties in the image.

The fuzzy learning module and the fuzzy graph reasoning
modules are the two key components that enable accurate
and robust segmentation results for fine-grained lip image
segmentation. They can refine the final feature map from two
different aspects and effectively address the major problems
discussed in subsection II-A.

III. METHOD

A. Overall Structure

The overall network structure of the proposed network follows
the U-Net [33] schema, as shown in Fig. 2. The model is
composed of an encoder, a feature enhancement module, and
a decoder, followed by three prediction heads. The feature
enhancement module consists of the fuzzy learning module
(FLM) and the fuzzy graph reasoning module (FGR). Details
are presented in the following subsections.

In the encoder, a deep convolution neural network is adopted
to extract multi-scale features. In the decoder, feature maps
and outputs from the fuzzy learning modules and fuzzy graph
reasoning modules are fused together with a Squeeze-and-
Excitation (SE) block [24] at each scale. Then, the fused
feature maps are fed to the segmentation head to generate the
final segmentation result. Note that an edge detection head is
used in parallel to the final segmentation head in a multi-task
learning schema to improve the segmentation performance.

B. Fuzzy Learning Module

The objective of the fuzzy learning module is to model the
complex rules between the feature map and the semantics
categories of every pixel. For each feature map at a particular
scale, a fuzzy learning module is adopted, whose structure is
shown in Fig. 3. The proposed fuzzy learning module can be
divided in to three parts.

1) Fuzzifier: Firstly, a group of fuzzy functions is applied
to transform feature maps extracted by the encoder into fuzzy
values, which is a float number that indicates how the features
match the fuzzy kernels.

Let F be the feature map extracted in the encoder with
a size of H × W × C, where H , W and C denote the
height, width, and number of channels of the feature map,
respectively. As shown in Fig. 3, for each channel, a group
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Fig. 3. The overall structure of the proposed Fuzzy Learning Module (FLM).

of membership functions is applied to calculate the fuzzy
membership values over K different kernels. Each kernel
function is in the Gaussian form formulated in (1) and it
assigns a fuzzy linguistic term label to the feature point
according to the feature map and the fuzzy kernel.

Mx,y,c,k = e
−
(

Xx,y,c−µc,k
σc,k

)2

(1)

where x = 1 . . . H, y = 1 . . .W is the spatial coordinate of
the feature point Xx,y,c in channel c, µc,k and σc,k are the
mean and standard deviation of the k-th membership function,
k = 1 . . .K. Mx,y,c,k denotes the k-th membership value of
the feature point Xx,y,c. Note that µc,k and σc,k are randomly
initialized and learnable. During training over the dataset,
the membership functions are tuned to capture significant
linguistic terms from the feature maps.

By fuzzifying the feature maps, the model is capable of
handling the noise and uncertainties in images using non-
exclusive fuzzy membership values, which are more robust
than deterministic features.

2) Fuzzy Logic: After fuzzifying the feature maps, two
sets of fuzzy rules are calculated over the linguistic terms for
feature reconstruction. In order to extract features with high
discriminative power and reduce the influence of unrelated
features, the fuzzy logic focuses on the most and least well-
matched semantics categories.

One set of fuzzy rules are formulated in (2), in which
the most well-matched linguistic term is selected. The output
weight value will be greater only when the membership value
is greater.

R1
i :IF xi is K1 OR xi is K2 OR . . .

THEN w1
i = argmaxMk

(2)

where xi is a point of the input feature, i = 1, 2, . . . ,H ×
W ×C. In the proposed fuzzy learning module, the OR logic
is calculated through MAX operation, and the firing strength
of the first set of fuzzy rules is the maximum values over the
feature point.

The other set of fuzzy rules are formulated in (3), which is
complementary to the first set of rules. In the second set of
rules, the least well-matched linguistic term is selected where
the output weight value is greater only when the membership
value is smaller.

R2
i :IF xi is not K1 OR xi is not K2 OR . . .

THEN w2
i = argmaxMk

(3)

To simplify calculation and ensure that all the parameters
can be optimized using end-to-end training with gradient
descent, the fuzzy logic is implemented as a scaled softmax
operation as in (4) and (5).

w1
x,y,c,k =

exp(−Mx,y,c,k/T )∑
k exp(−Mx,y,c,k/T )

(4)

w2
x,y,c,k =

exp(Mx,y,c,k/T )∑
k exp(Mx,y,c,k/T )

(5)

The hyperparameter T in the scaled softmax operations
controls the smoothness of the output. In order to make the
behavior of the proposed fuzzy logic operation approximate
the original logic calculated with the “MIN” and “MAX”
operation, the T value is empirically set to 0.05.

3) Reconstruction: In this stage, the output feature maps
are reconstructed by a weighted summation over features that
are sampled from the distribution determined by the parameter
in the fuzzifier. By reconstructing the feature map using the
output of the fuzzy logic, the model can focus on the most
related features and reduce the interference of noise.

During the generation of the enhanced feature map, a set
of random variables Fc,k are sampled from the Gaussian
distribution determined by the membership functions, which
is given in (6).

Fc,k ∼ N (µc,k, σ
2
c,k) (6)

The enhanced feature maps are generated by the weighted
summation over the sampled features maps, as given in (7)
and (7), where the weights are the outputs of the fuzzy logic
stage in (4) and (5).

Y 1
x,y,c =

∑
k

w1
x,y,c,k × Fc,k (7)

Y 2
x,y,c =

∑
k

w2
x,y,c,k × Fc,k (8)

The fuzzy learning module adopts fuzzy logic and feature
reconstruction to capture the most salient and least significant
components in the feature map based on linguistic terms.
The fuzzy rules are implemented using the softmax operation,
which guarantees differentiability and also performs weight
normalization for the subsequence feature reconstruction part.

Finally, the enhanced feature maps and the original feature
maps are concatenated and fed into a convolution layer as
shown in (9).

Y = Conv(Concat[X,Y 1, Y 2]) (9)

The number of learnable parameters in the fuzzy learning
module is C×K×2, which is comparable to that in a general
convolution layer. The number of membership functions K is
the only hyperparameter in the module. Note that bottleneck
layers with kernel size 1 × 1 are adopted for dimension
adjustment. One convolution layer is used to compress channel
numbers to a quarter of the input channels to reduce the
computation cost. Another layer is incorporated in the end
of the module so that the output feature map has the same
dimension as the input feature map. In this way, the module
can be easily plugged into any existing model to integrate
fuzzy logic information.
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Fig. 4. The overall structure of the proposed Fuzzy Graph Reasoning (FGR)
module.

C. Fuzzy Graph Reasoning Module

The objective of fuzzy graph reasoning is to extract global
information from the entire image. For each feature map at a
particular scale, a fuzzy graph reasoning module is employed.
To address the intense noise and uncertainties in fine-grained
lip segmentation, a fuzzy clustering layer is used to build
a projection matrix that provides a robust transformation
between feature maps and graph nodes. The proposed fuzzy
graph reasoning (FGR) module consists of two parts: fuzzy
projection and reasoning through GCN, as shown in Fig. 4.

1) Fuzzy Projection: In the fuzzy graph reasoning module,
a fuzzy projection is used to transform feature maps from
pixel space onto the inter-space where each node represents a
semantic object in the input image.

To handle uncertainties in the image, fuzzy membership
functions are used to extract the semantic relationship be-
tween features and graph nodes in the inter-space. The fuzzy
functions calculate membership values according to the L2-
distance between the pixels in the feature map and the nodes
in the graph in a Gaussian form formulated in (10). Each
fuzzy function represents a node in the inter-space, and the
membership values indicate how much the pixels belongs to
the node in a non-exclusive way.

Md,n = e
− ||Xd−µn||2

σ2
n (10)

where the inputs are reshaped as X ∈ RD×C , the total number
of feature points is D = H ×W and the membership matrix
is M ∈ RD×N , with number of nodes in graph is N .

The projection and re-projection operation are conducted
through matrix multiplication, which can be regarded as an
inline fuzzy clustering operation. The node in the graph can
be seen as centroids of the clusters and the node features are
constructed through linear combination. During the transfor-
mation, all pixels in the image are considered.

2) Reasoning by Simplified GCN: The general graph con-
volution is given by (11), which is computationally expensive
with matrix multiplications.

H(l+1) = σ(AH(l)W ) (11)

where H(l) ∈ RN×C is the feature map in l-th layer, A ∈
RN×N is the adjacency matrix of the nodes in graph, W ∈
RC×C is the convolutional weights, and σ(·) is the activation
function, which is usually the Sigmoid function in GCN.

The general graph convolution operation can be divided
into two stages [34]: information exchange between nodes and

information exchange between features of each node. In the
first stage, each node gathers information from nearby nodes
through the adjacent matrix. In the second stage, each node
updates itself with a linear transformation. The entire process
can be implemented by applying two linear transformations
along different dimension, i.e., node-wise and channel-wise,
as shown in (12). With linear transformations, the graph
convolution is conducted over a fully connected graph.

H(l+1) = Linear(Linear(H(l))T )T (12)

As multi-layer GCNs may lead to over-smoothing [35],
the proposed module adopts a two-layer GCN with shared
parameters and the same sigmoid activation.

The number of parameters in the fuzzy graph reasoning
module is D ×N × 2, and the number of nodes in the graph
is the only hyperparameter. Bottleneck layers are applied in
the module to reduce the number of channels, and the output
of GCN block are projected back to the pixel-space which is
in the same shape as the input features after channel extension.

D. Loss Function Design

The loss function during training is consisted of three parts and
each part is employed to supervise three kinds of prediction
heads, i.e., the segmentation head, the edge detection head,
and the auxiliary head, as shown in Fig. 2. The total loss is
calculated as in (13), where kedge and kaux are weights for
loss balance.

L = Lseg + kaux · Laux + kedge · Ledge (13)

For the segmentation head, a hybrid loss function of cross-
entropy and dice loss is adopted to supervise the segmentation
result as in (14).

Lseg = Lce + kdice · Ldice (14)

The pixel-wise cross-entropy loss formulated in (15) is adopted
to supervise the predicted probability of pixels belong to
semantics categories, which is widely used in classification
tasks

Lce = −
hw∑
i

N∑
n

yi,n log y
′
i,n (15)

where y′i,n means the predicted probability of the i-th pixels
classified into the n-th class and yi,n is the ground truth.
The dice loss [36], based on dice coefficient, formulated in
(16), can deal with the imbalance between foreground and
background pixels. Therefore, the dice loss is commonly
adopted in semantics segmentation. The combination of cross
entropy loss and dice loss is helpful in training a sementation
model.

Ldice =

N∑
n

(1− 2× |m′
n ∩mn|

|m′
n|+ |mn|

) (16)

where m′
nis predicted mask of the n-th class and mn is the

corresponding ground truth.
For the edge detection head, a binary cross-entropy loss

Ledge in (17) is adopted to supervise the edge detection result,
which has been proven [37], [38] that can improve segmenta-
tion through multi-task learning. The ground truth for edge
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Fig. 5. Examples of lip images for training and the corresponding annotations.
The proposed dataset has annotations of five categories, i.e., lip, teeth, tongue,
inner cavity and background.

detection can be directly calculated from the segmentation
annotation.

Ledge = −
hw∑
i

yi log y
′
i + (1− yi) log(1− y′i) (17)

Besides, an auxiliary cross-entropy loss Laux is used to
supervise the auxiliary head, which only utilizes feature maps
extracted from the encoder and generate coarse segmentation
results in the FCN structure. The auxliary head is introduced
for deep supervision [39]–[41], which is beneficial for the
model to converge during training.

Laux = −
hw∑
i

N∑
n

yi,n log y
′
i,n (18)

IV. EXPERIMENTS AND DISCUSSIONS

A. Experiment Setup

1) Dataset: Since existing lip segmentation and/or face
parsing datasets [42], [43] only labeled lip pixels and lacked
inner mouth component annotations, they cannot be directly
applied in the fine-grained lip segmentation task. Hence, we
build the Fine-grained Lip Region Segmentation1 (FLRSeg
in short) dataset to evaluate the fine-grained segmentation
performance. 630 facial images were randomly selected from
the Visual Speaker Authentication (VSA) dataset [44], which
contains videos from 58 speakers talking in natural scenes
captured by different mobile phones with various background
and illumination conditions. For each facial image, the rough
lip region was localized by Dlib2 and used as the lip image for
segmentation. All the lip images are annotated by LabelBee3

with five semantics categories: background, lip, teeth, tongue,
and inner cavity as shown in Fig. 5.

2) Evaluation Metrics: Evaluation Metrics: Three widely
used metrics, including the mean IoU(mIoU), pixel accuracy
(PA), and mean pixel accuracy (mPA) following [27], were
adopted. These metrics are defined as follows.

(1) mIoU = 1
k

∑
i

pii∑
j pij+

∑
j pji−pii

1https://github.com/YangLeiSX/FLRSeg
2http://dlib.net
3https://github.com/open-mmlab/labelbee

TABLE I
PARAMETER SEARCH FOR THE NUMBER OF KERNELS IN FLM AND NODES

IN FGR OVER MULTI-SCALE FEATURES(FROM LOW-LEVEL TO
HIGH-LEVEL)

Kernels Nodes mIoU PA Params FLOPs
8/16/32 8/16/32 68.66% 93.46% 28.765M 3.357G
8/16/32 16/32/64 69.75% 93.88% 28.774M 3.358G
8/16/32 32/64/128 66.49% 93.99% 28.806M 3.360G
16/32/64 8/16/32 66.22% 92.79% 28.765M 3.357G
16/32/64 16/32/64 74.37%74.37%74.37% 94.53% 28.774M 3.358G
16/32/64 32/64/128 73.41% 94.64%94.64%94.64% 28.806M 3.360G
32/64/128 8/16/32 68.58% 93.55% 28.765M 3.357G
32/64/128 16/32/64 66.07% 92.01% 28.774M 3.358G
32/64/128 32/64/128 71.46% 93.73% 28.806M 3.360G

(2) PA =
∑

i pii∑
i

∑
j pij

(3) mPA = 1
N

∑
i

pii∑
j pij

where pij means the number of pixels in the i-th class being
classified as the j-th class.

As pixel accuracy pays more attention to classes with more
pixels, PA in fine-grained lip image segmentation is usually
dominated by the segmentation results of the lip and back-
ground classes and cannot accurately reflect the segmentation
performance of the inner mouth components. Employing the
average value of PA and IoU for different classes, i.e. mPA and
mIoU, can alleviate this problem to some extent. Since mIoU
is less sensitive to the scale of the mask compared to mPA
[45], mIoU is the key evaluation metric in our experiment.

3) Implementation Details: The AdamW optimizer was
used during training with an initial learning rate of 0.001 and
a weight decay of 1e-5. The cosine learning rate policy was
employed, where the initial learning rate decreased according
to the cosine curve and reached the minimum value of 1e-
6 at the end of training. The input of the network were
first transformed to the size of 128*256 using crop and zero
padding. The model was trained for 100 epochs with a batch
size of 32 using two NVIDIA GeForce 3080 GPUs. The values
for kdice, kaux and kedge were empirically set to 1.0, 0.1 and
0.1, respectively .

In our experiments, we applied the following data aug-
mentation processes during training: i) random color jitter, ii)
random horizontal flipping, iii) random Gaussian noise, iv)
random resizing and cropping. During evaluation, we used
multi-scale inference with scales of 0.5, 1.0, 1.5, 2.0 and
horizontal flip. The reported metrics were the average value
obtained from three independent experiments initialized with
different random seeds.

B. Parameter Selections

To determine the optimal hyper-parameters, we performed a
grid search for the number of membership functions (kernels)
in FLM and the number of nodes in FGR. The experiment
results are given in Table I. We used the thop4 tool to calculate
the FLOPs and number of network parameters.

It can be observed from the table that: i) the selection of
the hyper-parameters in the proposed FLM and FGR has little
impact on the total number of parameters and FLOPs of the

4https://github.com/Lyken17/pytorch-OpCounter
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TABLE II
ABLATION STUDY OF PROPOSED FUZZY LEARNING MODULE(FLM)

AND FUZZY GRAPH REASONING MODULE(FGR)

Model mIoU PA mPA #Params(M) GFLOPs
Baseline 66.95% 93.95% 75.98% 27.67(——–) 3.066(———)
+Rules 70.17% 93.52% 76.60% 28.57(+0.90) 3.318(+0.252)
+Rules+Recons. 72.20% 93.49% 83.03%83.03%83.03% 28.57(+0.90) 3.318(+0.252)
+GR 67.94% 93.34% 79.38% 27.88(+0.21) 3.122(+0.056)
+GR+Proj. 69.34% 90.68% 77.36% 27.86(+0.19) 3.106(+0.040)
Proposed 74.89%74.89%74.89% 94.36%94.36%94.36% 81.78% 28.77(+1.10) 3.358(+0.292)

*Rule means with fuzzy rules in the proposed FLM, and Recons. means feature reconstruction.
* GR means with graph reasoning in the proposed FGR, and Proj. means fuzzy projection.

TABLE III
CLASS-WISE PIXEL ACCURACY IN ABLATION STUDY

Model bg lip teeth tongue cavity
Baseline 97.28% 91.78% 67.36% 82.09% 41.38%
+Rules 97.56% 90.41% 58.76% 80.50% 55.79%
+Rules+Recons. 97.62%97.62%97.62% 89.21% 61.42% 88.23%88.23%88.23% 78.66%78.66%78.66%
+GR 97.22% 89.86% 69.12%69.12%69.12% 83.05% 57.63%
+GR+Proj. 87.22% 98.11%98.11%98.11% 49.53% 83.71% 68.25%
Proposed 94.20% 96.86% 60.48% 84.02% 73.34%

TABLE IV
CLASS-WISE IOU IN ABLATION STUDY

Model bg lip teeth tongue cavity
Baseline 92.83%92.83%92.83% 86.59% 51.38% 70.17% 33.79%
+Rules 91.94% 85.01% 52.82% 72.13% 48.99%
+Rules+Recons. 91.67% 85.22% 51.03% 72.84% 60.24%
+GR 91.80% 85.46% 45.40% 72.11% 44.95%
+GR+Proj. 86.45% 80.88% 47.62% 71.79% 59.95%
Proposed 92.65% 87.57%87.57%87.57% 54.09%54.09%54.09% 73.38%73.38%73.38% 66.78%66.78%66.78%

entire network; ii) the segmentation performance decreases
when the number of kernels/nodes is set too small or too
large. A limited number of kernels/nodes leads to insufficient
modeling while too many abstract nodes results in overfitting
of the underlying relationship among semantic parts and
creates confusion for GCN. For subsequent experiments, we
set the number of membership functions and the number of
graph nodes to 16/32/64 and 16/32/64, respectively, as they
provide the best segmentation performance with respect to
mIoU.

C. Ablation Studies

To investigate the effectiveness of the proposed FLM and FGR
modules, ablation studies were carried out, and the experiment
results are given in Table II.

From the table, it is observed that: i) Employing the fuzzy
rules in FLM leads to an mIoU gain of 3.22% with a
slight decrease in PA. This demonstrates that the fuzzy rules
can better differentiate pixels of inner mouth components.
In addition, the segmentation results are further improved
w.r.t. mIoU by using feature map reconstruction from the
output of the fuzzy rules. This is because compared with
the fuzzy logic outputs, the distribution of the reconstructed
feature map is more similar to that of the input feature map
fed to FLM, making it easier for the network to learn the
concatenated feature after fusion. ii) Reasoning through the
constructed graph improves the segmentation performances in

Fig. 6. Lip segmentation results with proposed networks.

mIoU, demonstrating that modeling the relations between the
components from a global perspective helps to localize the
inner mouth components. The fuzzy projection in the proposed
FGR further improves the mIoU with fewer parameters, but
significantly decreases PA and mPA. The class-wise pixel
accuracy and IoU are given in Table III and Table IV. It can be
observed that the improvement of mIoU is mainly due to the
improvements of teeth and inner cavity, and the decline of PA
and mPA is primarily due to the decreased pixel accuracy of
background pixels. The model with fuzzy projection tends to
misclassify background pixels as lip, but this has less impact
on downstream tasks. On the other hand, the better segmen-
tation performance on inner mouth components is beneficial
in tasks such as lipreading. iii) The proposed FLM and FGR
work together to improve segmentation performance, and the
network with both modules achieves a 7.94% improvement
compared to the baseline. This is because FLM focuses on
learning complex rules between pixel feature and semantic
categories, while FGR focuses on modeling the relations
between pixels with a global receptive field. The proposed
model benefits from these two complementary capabilities.

Some segmentation results are shown in Fig. 6. From the
figure, it can be seen that the baseline model struggles with
blurry boundaries, particularly around the inner mouth com-
ponent, due to the color overlapping problem under complex
illumination conditions. With the blurred boundary between
the inner mouth components and the lip region, false positive
patches appear around the tongue and corners of the mouth.
With FLM, false positive patches around the inner mouth
components are reduced (Fig. 6c), which demonstrates that
the model can effectively handle the uncertainties in images.
With the proposed FGR, the model generates better result in
the mouth region compared to the baseline model. This is
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(a) Unet (b) MAnet (c) FPN (d) PSPNet (e) DeepLabV3

(f) LSFCNN (g) GloRe (h) DualSeg (i) SpyGR (j) Proposed
Fig. 7. Confusion matrix of existing models.

TABLE V
COMPARISON WITH EXISTED SEGMENTATION MODELS

model mIoU PA mPA Params FLOPs
Unet [33] 66.72% 94.23% 74.90% 24.44M 3.944G
MAnet [25] 65.21% 93.80% 74.98% 31.78M 4.197G
FPN [19] 62.79% 94.20% 67.24% 23.15M 3.440G
PSPNet [23] 67.41% 93.89% 74.15% 1.52M 1.190G
DeepLabV3 [46] 62.47% 93.88% 67.67% 26.01M 13.678G
LSFCNN [27] 68.56% 92.49% 75.06% 28.37M 3.262G
GloRe [34] 64.51% 92.56% 76.70% 27.65M 3.060G
DualSeg [47] 64.56% 90.86% 74.50% 27.64M 3.167G
SpyGR [48] 63.87% 90.48% 74.12% 21.44M 2.584G
Proposed 74.89%74.89%74.89% 94.36%94.36%94.36% 81.78%81.78%81.78% 28.77M 3.358G

because graph reasoning can model the relationships around
semantics objects in the images and obtain a global reception
field. With both FLM and FGR, the proposed model can better
handle uncertainties and similar features around inner mouth
components and achieve better segmentation performance.

D. Comparison with existing segmentation methods

In order to comprehensively evaluate the segmentation perfor-
mance of the proposed method, we compared it with several
existing methods. Five of these methods, namely Unet [33],
MANet [25], FPN [19], PSPNet [23] and DeepLabV3 [46],
were trained on the FLRSeg Dataset using the open-source im-
plementation called Segmentation Models in PyTorch (SMP)5.
Three graph reasoning based methods GloRe [34], DualSeg
[47] and SpyGR [48], and one lip segmentation network
LSFCNN from our previous work [27], were also implemented
and trained on FLRSeg. For a fair comparison, a pretrained
ResNet-34 [49] network with the final pooling and fully
connected layer removed was used to extract the fundamental
image features for all the models. The experiment results are
presented in Table V.

The results show that the proposed network can achieve a
higher mIoU score compared to the other segmentation models

5https://smp.readthedocs.io/en/latest/index.html

with only a slight increase in overhead. It can be observed that
existing semantic segmentation methods are not very effective
on fine-grained segmentation. On the other hand, our proposed
model with the FLM and FGR modules could model the
complex semantic relationships in the image and deal with
uncertainties, allowing it to achieve better mIoU and mPA
scores compared with all the methods compared.

Table V shows that the improvement of the PA metric is
not very significant. This is because most pixels in lip images
belong to either lip or background, so these methods with
lower mIoU scores can still get a relatively high PA with most
pixels in the image correctly classified. The confusion matrix
presented in Fig. 7 shows that the proposed neural network
achieved better results, especially around inner mouth com-
ponents. While all the methods achieved good classification
accuracy over the lip (83%-97%) and background (94%-98%),
most existing methods may fail over inner mouth components,
especially pixels belonging to teeth. Errors mostly occurs by
misclassifying inner mouth pixels as lip due to the indistinct
contour between lip and inner mouth components. Our pro-
posed network was able to reduce misclassification, especially
over inner mouth components, and achieve higher accuracy.

Additional segmentation results are shown in Fig. 8. As
can be seen, all models were able to accurately segment the
lip region for the close mouth scenarios. But for lip images
with open mouth, the proposed network outperformed the
other methods, particularly around the corner of the mouth,
teeth, and inner cavities, which cannot be handled by existing
segmentation methods. In the second and the third row, motion
blur can be seen in the lip area of the images extracted from
speaker videos. The motion blur makes it difficult to determine
the exact edge of the lips, resulting in misclassified pixels. The
proposed network was able to reduce misclassification around
the inner contour (shown in orange boxes) and outer contour
of the lips (shown in blue boxes). In the fourth and fifth row
of Fig. 8, we see that under variable illumination condition,
existing segmentation methods may fail around the corner
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Fig. 8. Lip segmentation results on FLRSeg with existed segmentation methods and proposed network.

Fig. 9. Lip segmentation results on LRW.

of the mouth. In contrast, the proposed network was able
to handle uncertainties and achieve better results, particularly
around the tongue, inner cavity (shown in green boxes) and
around the corner (shown in purple boxes).

E. Discussions

1) Cross-dataset Performance: In order to comprehensively
evaluate the transferability and scalability of the proposed
model, the segmentations results on a large-scale dataset LRW
[50], which is a word-level lip reading dataset consists of over
480,000 video clips, is shown in Fig. 9. As can be seen, the
proposed models trained on the proposed FLRSeg dataset can
generate fine-grained segmentation results for unseen speakers
on both close mouth and open mouth scenarios, which is
beneficial for future applications on downstream tasks.

2) Computation Cost: It can be observed from Table II that
the main parameters and computation of the proposed network
come from the encoder and decoder, which is used to extract
multi-scale features and fuse them together. The proposed
fuzzy learning module and fuzzy graph reasoning module are
both lightweight. In out experiments, a pretrained ResNet-34
is adopted as the encoder for a fair comparison. However, the

TABLE VI
COMPARISON WITH MODEL WITH DIFFERENT ENCODERS

Encoder mIoU PA Params FLOPs FPS
ResNet-34 [49] 74.9% 94.4% 28.77M 3.358G 20.3
ResNet-18 [49] 66.2% 93.3% 18.67M 2.146G 23.9
MobileNetV2 [51] 71.1% 93.0% 9.19M 1.297G 22.9
SqueezeNet [52] 67.5% 92.0% 8.93M 1.663G 25.3
ShuffleNetV2 [53] 65.2% 93.7% 1.35M 0.260G 26.5

encoder can be replaced with an efficient neural network in an
embedded system or for real-time applications. A comparison
of different encoders is conducted, and the results are shown
in Table VI. The reported FPS are calculated over a single
RTX3080Ti with Intel Xeon 4210 CPU.

3) Robust Evaluation: To investigate the robustness of the
proposed method to lighting, distortion and occlusion, we
firstly collected some hard samples from the hold-out test set
and applied the proposed model for prediction. The results
are shown in the Fig. 10. It can be observed from the figure
that the proposed neural network achieves good performance
in scenarios that involve dynamic blurring and lip distortion.
In situations where there is mustache in occlusion and strong



IEEE TRANSACTION OF FUZZY SYSTEM, VOL. UNKNOWN, NO. UNKNOWN, MARCH 2023 10

Fig. 10. Some hard cases in the test set of FLRSeg.

Fig. 11. Segmentation results for robustness evaluation.

noise, the proposed method still achieved robust results. The
samples shown in the figure also demonstrate the robustness
of our model under various lighting conditions, such as low
light or side lighting.

Further, we collected additional samples outside the VSA
dataset, which contain distortion, occlusion, and lighting
change. The results are shown in Fig. 11, each row contains
images from the same speaker and the corresponding segmen-
tation results. It can be seen that the proposed method can
handle lip distortion and change of brightness well. However,
the model trained on FLRSeg dataset cannot well handle
images with lip occlusion.

There are two main reasons for the above phenomenon.
First, the FLRSeg dataset are extracted from the VSA dataset,
which is a visual speaker dataset obtained in a natural setting
that covers a variety of lighting conditions. However, lip
images in the dataset are not occluded. Secondly, the proposed
method utilizes fuzzy logic in neural network, where the
neural network extracts discriminative features and the fuzzy
learning module learns the complex semantic rules between
pixel features and categories. Combining the ability of fuzzy
systems to deal with uncertainties in images and annotations,
our model is capable of handling ambiguity in images and
exhibits robustness. However, the proposed model may not
work well in some extreme scenarios, such as predicting errors
around lip contour in images with low brightness and under
occlusion. This can be improved by introducing additional
annotated training samples in these extreme scenarios and
appropriate data augmentation during training.

V. CONCLUSION

In this paper, we proposed a new lip segmentation method
based on fuzzy convolutional neural network with graph
reasoning that can learn high-level semantics. The fuzzy
learning module and the fuzzy graph reasoning module help
the deep convolutional neural network to handle uncertainties
around ambiguous boundaries, capture global information,

and improve multi-class lip region segmentation. In addi-
tion, a fine-grained lip region dataset is released for multi-
class segmentation studies. Our proposed approach achieved
satisfactory performance on the test set, with 94.36% pixel
accuracy and 74.89% mIoU. The experiment results have
demonstrated that the proposed method can be applied in many
lip-related applications to obtain accurate and robust lip region
segmentation in natural scenes.

However, the proposed network cannot achieve satisfactory
results in certain scenarios, specifically in cases of occlusion or
extreme lighting conditions. This limitation can be attributed
to the FLRSeg dataset, which is derived from the VSA
dataset that was collected for speaker authentication and thus
required unobstructed lip movements. In our future work,
we will further improve the segmentation performance in
various situations and explore the potential of leveraging the
segmentation results in downstream tasks, such as lip reading
and visual speaker authentication, to enhance performance and
accelerate converge.
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